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OPEN-SOURCE

PROJECTS

Available on github

Tensorsketch
A light-weight library for deep learning in TensorFlow 2.0.

Tensorbayes
A light-weight library for generative modeling and deep learning.

ACGAN-Biased
Empirically verified that AC-GAN learns a biased distribution.

VAE-Clustering
Clustering with Gaussian Mixture Variational Autoencoder.

Fast-Style-Transfer. Yet another amortized style transfer implementation in TensorFlow.

Variational-Autoencoder
Torch implementation for video prediction and density estimation.

Automated-Statistician
Gaussian Processes for automatic hyperparameter selection in a multiple-model setting.

Minimum-Probability-Flow-Learning
Extends minimum probability flow via auxiliary Markov random fields for parameter-estimation.

Neural-Net-Bayesian-Optimization
Distributed version of a Bayesian optimization framework that used a deep neural network.
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